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**Abstract**

This paper explores Canadian liability concerns flowing from the integration of artificial intelligence (AI) as a tool assisting physicians in their medical decision-making. It argues that the current Canadian legal framework is sufficient, in most cases, to allow developers and users of AI technology to assess each stakeholder’s responsibility should the technology cause harm.

*I believe this artificial intelligence is going to be our partner. If we misuse it, it will be a risk. If we use it right, it can be our partner.*

Masayoshi Son, Founder of SoftBank

**Introduction**

Artificial intelligence (AI) is gaining traction in a variety of industries, including the financial, legal, and health care (HC) sectors. Within HC delivery, AI offers a plethora of benefits. In particular, it helps HC professionals in making decisions in a more timely fashion and even in performing their work. AI technologies are increasingly being developed as tools to assist physicians in diagnosing diseases and identifying appropriate treatments for their patients' condition. For instance, using AI may allow a physician to assess whether his or her patient will respond to chemotherapy. Imaging, combined with deep learning, may also speed up the diagnosis of some cancers, such as those of the lung and skin. AI apps are also increasingly appealing to clinical care users as it has been demonstrated that they may decrease human fatalities and hospitalizations due to human error⁴. The integration of AI in HC attracts attention not only due to its potential to improve the quality and efficiency of HC in Canada in terms of hospitalization and fatality rates, but also because it can significantly reduce labour costs²,³.

Nonetheless, despite its potential, the integration of AI in HC is still limited in Canada. There is reluctance to embrace AI technologies, particularly within the medical community, due to uncertainties regarding the potential liability attached to the use of AI. The ongoing legal dispute in Great Britain over investment losses allegedly caused by AI is one of the first lawsuits in the field⁴. As case law evolves, more light will be shed on the risks of developing and using such technologies. For now, however, legal uncertainty seems to have a chilling effect on the further integration of AI in HC. The purpose of this paper is to provide the medical community with a better understanding of the liability risks surrounding the integration of AI in medical decision-making.

AI as a tool for medical decision-making refers to technologies that help physicians in their decision-making process, through the use of apps or other devices. For instance, IBM’s supercomputer, “Watson”, can scan genetic data from the tumours of patients with brain cancer in only a few minutes⁵. Researchers in Canada are currently developing AI technology aimed at informing surgeons of imminent cardiac arrests while patients are undergoing surgery. If successfully launched, this new technology will enable physicians to react promptly in order to prevent the cardiac arrest and avoid its adverse side effects, such as cognitive impairment⁶. Other AI tools assist physicians in identifying the most suitable drug for their patient according to that patient’s genetic profile⁶. The margin of error associated with AI-assisted HC decision-making is seen as relatively low compared to the risk associated with decisions made by humans alone⁷. And while AI-assisted decision-making still carries a risk of misdiagnosis, so does the failure to use a technology that is increasingly available to HC professionals.

**Who Should Be Held Liable for a Mistaken Diagnosis Made While Using AI as a Tool for Medical Decisions? The Hypothetical Case of Ms. Lafrance**

Below is a fictional case highlighting the liability issues that may arise when misdiagnosis occurs while using AI as a decision-making tool.

**Ms. Lafrance**

Ms. Lafrance, aged 70, consults her physician, Dr. Knapp. It has been a few months since her last appointment and she has recently had a bad cough. Dr. Knapp orders a CT scan that shows a four-millimetre nodule in her left lung. Let us assume that the accepted
medical standard of care for nodules under five millimetres is to order follow-up scans every three months until the nodule reaches ten millimetres. In light of the costs associated with this protocol, and his duty to control HC expenditures, Dr. Knapp decides to rely on a new AI technology that combines deep learning and radiomics. Deep learning is a subset of AI. As for radiomics, this technology allows mineable high-dimensional data to be extracted from clinical images. This new technology allows Dr. Knapp to inform Ms. Lafrance immediately after the first scan that she does not have cancer. Six months later, Ms. Lafrance goes back to her doctor as she is not feeling well. Dr. Knapp orders another CT scan which shows that the nodule has now reached fifteen millimetres. A subsequent biopsy reveals that Ms. Lafrance has a malignant tumour. By the time treatment is initiated, her prognosis has become bleak.

**Ms. Lafrance v. Dr. Knapp**

In the common law provinces—all Canadian provinces except Quebec—Ms. Lafrance would have to first demonstrate a physician-patient relationship between herself and Dr. Knapp in order to establish that her physician owes her a duty of care under the tort of negligence. A doctor-patient relationship giving rise to a common law duty of care normally arises as soon as a physician attends to a patient. Therefore, it is clear that Dr. Knapp owes Ms. Lafrance such a duty as she is her regular physician. She would then have to prove a breach of this duty, in that the physician failed to meet the required medical standard of care and was therefore negligent.

Meanwhile, in Quebec, where civil law governs liability principles, Ms. Lafrance would typically have to show that her physician failed in his contractual obligation of means, in that he did not use reasonable means to establish a proper diagnosis, thereby committing a fault (art. 1458)⁷. If the misdiagnosis does not result from the physician’s lack of prudence and diligence in providing medical services, but results instead from a malfunctioning of the AI device used to provide such services, the physician is bound by the same warranties as the seller of that device (art. 2103)⁷.

Whether Ms. Lafrance attempts to demonstrate a departure from the common law standard of care or a breach of the civil law obligation of means, her burden of proof is similar. She must show that Dr. Knapp did not exercise the level of skill, diligence, and judgment that would be expected from a reasonable physician in the same circumstances, in accordance with accepted medical practice⁸.⁹. In both legal traditions, it is common for expert opinion to be used to establish the accepted standard of medical practice in the circumstances.

Assuming that standard consists in the above-mentioned protocol of ordering a scan every three months for a nodule under five millimetres until it reaches ten millimetres, it is arguable that, by delegating his duty to diagnose to the AI technology rather than following this accepted standard, Dr. Knapp was negligent (in common law terms) or did not comply with his obligation of means (in civil law terms). Indeed, it could be asserted that he should only have used the AI as a tool to assist him in his decision-making process, just as he would ask a colleague for advice.¹².¹³ Following this line of argument, reliance on these new technologies could be treated similarly to a pharmacist’s use of software to flag incompatible drug treatments in a patient’s file. It has long been recognized in Quebec that pharmacists can be held liable if they rely solely on the software and do not fulfill their duty to duly read the patient’s file.¹⁴

In both legal systems, Ms. Lafrance would also need to prove that the physician’s fault or negligence caused her alleged injury. In other words, proving Dr. Knapp’s negligence is insufficient. The common law requires the patient to show that the type of injury she sustained resulted, in fact, from the physician’s negligence, and was reasonably foreseeable.¹⁵.¹⁶ The civil law requires the patient to prove that her injury was the direct and immediate result of the fault (art. 1607)⁷. In order to fulfill her burden in both legal traditions, Ms. Lafrance must demonstrate that it is more likely than not (balance of probabilities standard) that a proper diagnosis would have prevented her injury. For instance, she would have to prove that a proper diagnosis and prompter treatment would have led to a favourable prognosis (e.g., a greater than 50% chance of survival). While the demonstration of a causal relationship between the misdiagnosis and the ensuing injury will be fairly straightforward in a number of cases, it may sometimes be more difficult, as it is not always possible to assess whether the patient’s condition was treatable, and the outcome likely to be good, at the time of the misdiagnosis. This is especially so in cancer cases where the stage of the patient’s cancer at the time of the misdiagnosis may be unknown.

The integration of AI in HC has the potential of involving a new party in liability claims, namely the AI company. Could the AI company be held liable toward Dr. Knapp for contractual breach or to Ms. Lafrance for the injury she suffered? These two questions raise distinct considerations and shall therefore be analyzed separately.

**Dr. Knapp (or the hospital) v. the AI Company**

If held liable to his patient, can Dr. Knapp (or the
hospital, should it be the purchaser of the technology) sue the AI company? In answering this question, one needs to take into consideration the terms of the contract between Dr. Knapp (or the hospital) and the AI company. The company’s responsibility toward its clients is contingent on the terms of the contract and, in particular, on the scope of the obligations outlined therein.

Most contracts are likely to provide a warranty against a technology’s defects, either through the terms of the contract itself or through the legal provisions governing the contract. If no such conventional or legal warranty is applicable, finding a breach of contract is likely to be more complex. The physician (or the hospital) will have to prove that the technology was defective and that this defect was in breach of a contractual undertaking.

Regardless of the existence of a warranty, the misdiagnosis in our example is probably not due to a defect in the technology, but is instead the result of a foreseeable risk of misdiagnosis due to the inherent limitations of such technology. These limitations do not, in and of themselves, qualify as a defect. However low their rate of error may be, no AI technology can ever be 100% reliable—just as no human can ever be. One could argue that the risk of misdiagnosis is “reasonable” given that the AI is meant “to be more accurate on average than a physician” and that such accuracy is intended to improve a physician’s knowledge, not to replace it. Therefore, any liability on the part of the AI company would require proof of an actual defect, such as a malfunction which distorts or omits essential data, or proof of a failure on the part of the AI company to warn users about the inherent limitations of the technology.

**Ms. Lafrance v. the AI company**

The absence of a contract between Ms. Lafrance and the AI company does not prevent her from claiming damages against the company under the rules of extra-contractual liability (Quebec) or the tort of negligence (common law provinces). The common law tort requires that the patient prove negligence on the part of the company. The product safety rules in civil law are more favourable to her. The AI company’s liability can flow from a mere safety defect (art. 1468), i.e., where the technology does not afford “the safety which a person is normally entitled to expect” (art. 1469). This regime imposes strict liability (i.e., “no-fault” liability) on the manufacturer, the provider, and some of the intermediaries in the chain of distribution, which eliminates the need to demonstrate negligence in the manufacturing process.

In fact, the civil law concept of safety defect is highly dependent, on users’ expectations regarding the technology. As AI decision-making tools becomes more widespread and understood, their low risk of inaccuracy will necessarily increase patients’ expectations as to the reliability of the AI tools. However, to the extent that the technology cannot be entirely accurate, a manufacturer would then benefit from a defense based on normal expectations regarding the product’s safety, rather than the actual expectations on the part of the patients—provided that the manufacturer properly disclosed the inherent risks and dangers that the technology involves and the means to avoid them. This information would normally be disclosed to the competent intermediary, the HC professional, who uses the AI technology and is in a better position to lower the patients’ expectations to a realistic level as to the technology’s accuracy. Therefore, it is unlikely that Ms. Lafrance would be successful, unless she can prove that the tool was actually defective in its functioning (in civil law terms) or negligently manufactured (according to common law rules), causing it to mislead her doctor, which would generally be rare. The same observation goes for the application of the warranty against latent defects: a mere demonstration of the inherent limitations of the technology in terms of its reliability as a tool for assisting HC professionals would be insufficient to bring the warranty into play, without evidence of actual malfunctioning of the technology.

Can a manufacturer’s general warning as to the imperfect nature of a tool’s reliability, in and of itself, actually lower the user’s expectations in a legally relevant sense, thereby allowing the manufacturer to avoid strict liability? This is doubtful, in that expectations regarding a product’s safety are judged according to an objective standard based on a normal user’s reasonable expectations given the type of product, and not on the subjective expectations of a specific user. A general warning to users that the tool may not be entirely reliable may be intended as a waiver of liability, but such waivers are subject to important restrictions, notably where the defendant is a manufacturer or professional seller (art. 1732–1733) or where the defect resulted in bodily or moral injury (art. 1474).

Another question is whether the patient is required to choose between claiming against the treating physician or the AI company. If the conditions for liability are met, the victim may have a successful claim against both of them and seek conclusions for joint and several (common law) or solidary (civil law) liability. Going back to the hypothetical case of Ms. Lafrance, had the damage been caused both by Dr. Knapp’s failure to follow the usual standards for a treating physician and by a defect of the decision-making AI tool, both the physician and the company could be held liable. If she chooses to sue only one party, that defendant could
bring an action in warranty against the other party to claim its contributive part in the damage suffered by Ms. Lafrance.

**Can a Hospital or Physician be Held Liable for an Omission to Use AI as a Tool for Medical Decisions? The Obligation or Duty to Use AI Technology**

The preceding analysis addresses potential liability issues flowing from reliance on AI technology in making medical decisions. However, it is equally conceivable that an omission to use such technology could lead to malpractice claims. This is especially so if AI offers physicians the opportunity to considerably reduce death and hospitalization rates attributable to human error.

In 2015, the University Health Network (UHN), a research organization, released an analysis of the costs associated with medical errors. According to UHN, “in 2013, inappropriate prescriptions written to older patients cost the Canadian health care system $419 million, [..] and the costs to Canadians for preventable adverse events in acute care [amounted] to over $396 million every year”. Moreover, “research suggests that about 70,000 patients a year experience preventable, serious injury as a result of treatments […]. More shocking, a landmark study published a decade ago estimated that as many as 23,000 Canadian adults die annually because of preventable ‘adverse events’ in acute-care hospitals”. These statistics show the grim reality of errors in HC systems, but also lay bare the opportunity for positive changes through the use of AI.

**Conclusion**

Our analysis demonstrates that the current legal framework in Canada allows for clear identification of the liability risks surrounding the use of AI as a medical decision-making tool. Nevertheless, until the case law confirms how the Canadian common law and civil law frameworks regarding liability will apply to AI technology, measures seeking to reduce AI-related legal risks must be implemented in accordance with the precautionary principle. More precisely, promoters of AI technology in health care should ensure the best information possible is provided to users as to the limitations of AI tools, rather than relying on marketing strategies designed to attract users on the basis of unrealistic promises and expectations regarding the reliability of these tools. The drafting of good and detailed contracts may also help in the allocation of risks, although contractual technique alone cannot serve as a panacea because the scope of such clauses are narrowly construed by the legislator or the courts. In this unchartered territory, also in the spirit of the precautionary principle, it might be worth considering international guidelines on Good AI Design/Manufacturing Practice, similar to the Good Manufacturing Practice Guideline and the Good Clinical Practice Guideline developed by the International Council for Harmonization (ICH).

Finally, one might wonder if, in the near future, both hospitals and doctors could have an obligation to integrate AI technology into their practice. If good medical practice evolves in such a way that the use of AI becomes the norm, a failure to take advantage of this technology, such as when reviewing test results, could eventually trigger liability if the patient can demonstrate a causal connection between the damage suffered and the omission to use the technology. To date, however, the case law suggests that a hospital’s liability is likely to be limited if this omission is due to a lack of financial resources.
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